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Presentation Abstract Summary Temporal Difference (TD) Learning is a leading account of the
role of the dopamine system in reinforcement learning. TD Learning has been shown to fail to learn
some fairly simple control tasks, however, challenging this explanation of reward-based learning.
We conjecture that such failures do not arise in the brain because of the ubiquitous presence of
lateral inhibition in the cortex, producing sparse distributed internal representations that support
the learning of expected future reward. We provide support for this position by demonstrating the
benefits of learned sparse representations for two problematic control tasks: mountain car and
acrobat.
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